Contributions to membrane-embedded-protein diffusion beyond hydrodynamic theories
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The diffusion coefficients of proteins embedded in a lipid membrane are traditionally described by the hydrodynamic Saffman-Delbrück theory, which predicts a weak dependence of the diffusion coefficient on protein radius, \(D \sim \ln R\). Recent experiments have observed a stronger dependence, \(D \sim 1/R\). This has led to speculation that the primary sources of drag on the protein are not hydrodynamic, but originate in coupling to other fields, such as lipid chain stretching or tilt. We discuss a generic model of a protein coupled to a nonconserved scalar order parameter (e.g., chain stretching), and show that earlier results may not be as universal as previously believed. In particular, we note that the drag depends on the way the protein-order parameter coupling is imposed. In this model, \(D \sim 1/R\) can be obtained if the protein is much larger than the order parameter correlation length. However, if we modify the model to include advection of the order parameter, which is a more appropriate assumption for a fluid membrane, we find that the entrainment of the order parameter by the protein’s motion significantly changes the scaling of the diffusion coefficient. For parameters appropriate to protein diffusion, the Saffman-Delbrück-like scaling is restored, but with an effective radius for the protein that depends on the parameter’s correlation length. This qualitative difference suggests that hydrodynamic effects cannot be neglected in the computation of drag on a protein interacting with the membrane.
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I. INTRODUCTION

Lipid bilayer membranes are a fundamental component of biological cells, and play a role in many essential biological processes, including compartmentalization of the cell and organelles, as well as cell signaling, in which the membrane is the environment for the relevant membrane proteins [1]. Interactions between the membrane and embedded proteins may alter the functioning of the proteins [2] as well as potentially leading to protein aggregation [3]. The diffusion coefficient of proteins in the membrane has traditionally been described by the Saffman-Delbrück law [4–6], which predicts that the diffusion coefficient of a protein should depend only logarithmically on the protein radius, \(D \sim \ln R\). This prediction has been used to determine the size of membrane-embedded objects and protein aggregates [7,8]. However, recent experiments have measured protein diffusion coefficients that have a stronger dependence on protein radius, \(D \sim 1/R\) [9–11], though this is not universally accepted [12,13]. Najj, Levine, and Pincus (NLP) suggested that this dependence could arise from dissipative protein-lipid interactions, such as a coupling to local lipid conformation (e.g., chain stretching or tilt) [14] (Fig.1). Démerly and Dean (DD) have described an interesting class of these “coupling models,” and shown that the case of a linear coupling to a field with simple relaxational dynamics can be solved exactly [15,16]. The dynamics of proteins with hydrophobic mismatch (i.e., a coupling to membrane thickness) has also been treated by coarse-grained molecular dynamics simulations [13,17], and the dynamics of proteins with a preferred spontaneous curvature calculated with continuum approaches [18,19].

We extend the approach of Démerly and Dean [15,16], treating a model of a protein coupled to a nonconserved “Model A” order parameter \(\phi(r,t)\) [20,21]. We apply this coupling as a boundary condition, and show that this model can be solved exactly to determine the additional drag from the protein-lipid interaction. We then discuss some distinctions between this model and the model originally suggested by DD, which has identical Model A dynamics for the field, but a linear protein-field coupling. We suggest that coupling the external field to the protein via a boundary condition may be more appropriate for describing the protein-lipid interaction. We then extend the model to describe the coupling with a nonconserved order parameter that is hydrodynamically advected (“Advected Model A”); the order parameter is then entrained by the protein, which significantly alters the magnitude and scaling properties of the diffusion coefficient. This set of assumptions is more appropriate for a fluid membrane, as it allows the membrane to flow in response to protein motion.

Our goal in all portions of this paper will be to determine the drag force on a protein moving with a fixed velocity through an order parameter field \(\phi(r,t)\). In Sec. II of the paper, we will follow [15,16] and assume that the order parameter field is not advected by the lipid flow around the protein, and that the lipid flow is not altered by the inhomogeneity of the order parameter. In that case, we find the drag force due solely to the order-parameter interaction, \(\mathbf{F}^{\text{int}} = -\xi \mathbf{V}_p\), where \(\mathbf{V}_p\) is the particle velocity. The total drag will then be \(\zeta_t + \zeta_{\text{hydro}}\), where by assumption the hydrodynamic drag \(\zeta_{\text{hydro}}\) is just the usual Saffman-Delbrück drag [4], and the diffusion coefficient \(D = k_B T/\zeta_t\) by the Stokes-Einstein relation [21,22]. In Sec. III, we explicitly include the advection of the order parameter by the lipid flow around the protein, and determine the total drag by integrating the stress tensor around the protein.

We do not give the order parameter \(\phi(r,t)\) a direct physical interpretation, but note that the Model A dynamics are the simplest possible phenomenological model of a nonconserved scalar lipid feature, such as lipid conformation [2,23–25]. The combination of the advection-diffusion and hydrodynamic equations we present here are a very simplified version of those used to model liquid crystals [26–28]. Extensions of this research to coupling to more complex lipid characteristics...
We discuss this model to show in a simple context that interaction, as in Refs. [15,16]. This section also serves as an introduction to the more complicated and realistic model of Sec. III, where we will show explicitly that hydrodynamic effects cannot be neglected.

Model A describes a scalar field $\phi(r,t)$ with a Hamiltonian,

$$
H = \mathcal{E} \int d^2r \left[ \frac{1}{2} \phi'^2(r) + \frac{\xi^2}{2} |\nabla \phi|^2 \right].
$$

where $\mathcal{E}$ is an energy density and $\xi$ the correlation length of the field. The dynamics of this field are then given by

$$
\frac{\partial \phi}{\partial t} + \nabla \cdot (\mathbf{v} \phi) = -\Gamma \frac{\delta H}{\delta \phi(r,t)} + \nu(r,t),
$$

$$
\frac{\partial \nu}{\partial t} = -\nabla^2 \phi + \xi^2 \nabla^2 \phi + \nu(r,t),
$$

where $\Gamma$ is a phenomenological transport coefficient, with $1/\Gamma \mathcal{E} \equiv \tau$ the relaxation time of the system. $\nu(r,t)$ is a Gaussian Langevin force with variance $(\langle \nu(r,t) \nu(r',t') \rangle) = 2k_B T \Gamma \delta(r - r') \delta(t - t')$, as required by the fluctuation-dissipation theorem [21]. For the remainder of the paper, we will neglect the fluctuations; this point will be discussed in Sec. IV.

A. Model A with boundary condition

We determine the drag on a protein moving with a fixed velocity $\mathbf{V}_p$. The protein influences the order parameter around it, which we represent by fixing the field $\phi$ to the value $\phi_0$ on the protein surface. Near the protein, $\phi$ will then take on a value different from equilibrium value of $\phi = 0$ (Fig. 2).

If we change frames to the reference frame of the particle, the equation of motion Eq. (2) becomes (at steady state, and neglecting fluctuations)

$$
-\mathbf{V}_p \cdot \nabla \phi = -\frac{1}{\tau} (\phi - \xi^2 \nabla^2 \phi),
$$

where $\tau = 1/\Gamma \mathcal{E}$ is the field’s relaxation time. We emphasize here that $\mathbf{V}_p$ is simply the protein’s velocity, and in this model we have not explicitly considered the advection of the order parameter; this assumption will be examined in Sec. III. We determine the field $\phi(r,t)$ perturbatively in the protein velocity $\mathbf{V}_p$ [36]. We take $\mathbf{V}_p = V_0 \mathbf{K}$ without loss of generality, and expand $\phi(r,t) \approx \phi(0(t) + V_0 \phi_1(r,t)$. To zeroth order in $V_0$, $\phi$ must be time independent and radially symmetric. The boundary condition on $\phi$ is that $\phi(r = R) = \phi_0$, where $R$ is
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**FIG. 1.** (Color online) (a) Schematic illustration of a protein-induced distortion in a lipid membrane from top of membrane. Lipids within a distance of roughly $\xi$ of the protein may have altered properties, such as chain conformation. (b) One particular example of distortion, in which hydrophobic mismatch leads to a change in membrane thickness.

(e.g., tilt and thickness [29]) may be possible, though the dynamics of these fields are still not completely understood [30–32].

**II. MODEL A DYNAMICS**

Démery and Dean [15,16] have suggested applying a simple dissipative model to describe the dynamics of a nonconserved order parameter in a membrane. This model, which we refer to as Model A dynamics (in the classification of Hohenberg and Halperin [20]), describes the relaxation of the order parameter to its equilibrium value with a phenomenological relaxation time $\tau$. Although scalar order parameters with similar energetics have previously been used to describe chain order in membranes (see, e.g., [24,25,33]), we do not give a specific physical interpretation for the field $\phi$, as we do not have a good reason to believe that Model A is a realistic physical model for the relaxation of any of these order parameters. The primary reason for working with Model A is that it is the simplest possible dynamical model for a nonconserved order parameter. Similar models have also been proposed phenomenologically for the relaxation of the nematic order parameter [34,35], though to reach the simple one-relaxation-time approximation of Eq. (2) requires neglecting fluid flow.

We discuss this model to show in a simple context that the drag on the protein depends on the way the coupling between the protein and the order parameter is treated, i.e., as a boundary condition, as in most of this paper, or a linear interaction, as in Refs. [15,16]. This section also serves as
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**FIG. 2.** (Color online) Illustration of the $\phi(r,t)$ profile. For the static protein (left), $\phi(r,t) = \phi_0(r)$ is given by Eq. (5). For a protein moving at constant rightward velocity (right), $\phi(r,t) = \phi_0(r) + V_0 \phi_1(r,\theta)$. The contours shown are logarithmically spaced, i.e., $\phi = \phi_0$ at the thick contour ($r = R$), and $\phi = 0.1 \phi_0$ at the next contour out.
the protein radius (see Fig. 2), and $\phi(r) \rightarrow 0$ as $r \rightarrow \infty$. With these boundary conditions, we solve Eq. (4) to zeroth order in $V_0$ to find
\[ \phi_{0}(r) = \phi_{0}(R/\xi) K_{0}(r/\xi) / K_{0}(R/\xi), \tag{5} \]
where $K_{n}(x)$ is the $n$-th-order modified Bessel function of the second kind. We note that $\phi(r,t)$ is only defined for $r \geq R$.

To determine the drag force, we have to integrate the stress tensor for the field around the inclusion. The stress tensor $\Pi_{ij}$ for the field can be derived by looking at small deformations of the system, and determining the change in the energy $H_{\phi}$. The total stress tensor is
\[ \Pi_{ij}(r) = \frac{\partial H_{\phi}}{\partial \phi_{ij}}, \tag{6} \]
i.e., $\nabla \cdot \Pi = \frac{\partial H_{\phi}}{\partial \phi} = \Gamma^{-1} (\nabla \phi \cdot \nabla \phi)$. Thus, to first order, $\nabla \cdot \Pi$ will only depend on $\phi_{0}$. By applying the divergence theorem to Eq. (7),
\[ F_{\text{drag}} = \int_{\partial V} d\sigma \frac{\partial H_{\phi}}{\partial \phi} \hat{n}, \tag{7} \]
where $\hat{n}$ is the outward-pointing normal to the circle and the Einstein summation convention is assumed. In principle, we would need to determine $\phi(r)$ to first order in $V_0$ to determine $F$, as the force is $O(V_0)$; we do this calculation in Appendix A. However, we can avoid explicitly calculating $\phi_{1}(t)$ by using the steady-state equation, Eq. (4), letting us set $\nabla \cdot \Pi = \frac{\partial H_{\phi}}{\partial \phi} = \Gamma^{-1} (\nabla \phi \cdot \nabla \phi)$. Thus, to first order, $\nabla \cdot \Pi$ will only depend on $\phi_{0}$. By applying the divergence theorem to Eq. (7),
\[ F_{\text{drag}} = -\int_{r>R} d^{2}r \nabla \cdot \Pi, \tag{8} \]
where the second line is correct to first order in $V_0$. We could equivalently have determined this equation by considering the power dissipated (as in Ref. [18]),
\[ P = \oint \frac{d\Pi}{dt} = -\int \frac{d^{2}r}{dt} (\nabla \cdot \Pi) = -\int \frac{d^{2}r}{dt} (\nabla \phi \cdot \nabla \phi) = F_{\text{drag}} \cdot V_{p}. \tag{9} \]
Equation (9) can be integrated straightforwardly, and we find $F_{\text{drag}} = -\zeta_{1} V_{p}$, with
\[ \zeta_{1} = \beta \left[ 2 K_{0}(\beta^{2}) + 2 K_{0}(\beta^{2}) K_{1}(\beta) - 2 K_{1}(\beta^{2}) \right]. \tag{10} \]
where $\beta = R/\xi$ is the ratio of the protein radius to the interface width, which is the relevant unitless measure of the protein size; $\zeta_{c} = \pi \phi_{0}^{2} / \Gamma$ is the characteristic scale of the drag. The interaction drag $\zeta_{1}$ has the asymptotic behavior
\[ \zeta_{1} / \zeta_{c} \approx \begin{cases} -1/2 + 0.51 + \ln(\beta/2), & \beta \ll 1, \\ \beta/2, & \beta \gg 1, \end{cases} \tag{11} \]
where $\gamma_{E} \approx 0.5772 \ldots$ is the Euler-Mascheroni constant. These asymptotic results and the exact result are plotted in Fig. 3.

We see that we recover the $\zeta_{1} \sim R$ scaling in the limit $R \gg \xi$, as predicted by NLP’s scaling arguments. We also observe that $\zeta_{1}$ has a weak (logarithmic) dependence on $R$ for $R \ll \xi$.

While the large $R$ dependence of $\zeta_{1}$ on $R$ is clearly predicted by the scaling arguments of NLP, the dependence on $\xi (\zeta_{1} \sim 1/\xi)$ is less obvious. However, it is a consequence of dimensional analysis along with NLP’s prediction $\zeta_{1} \sim R$. The only independent parameters in our model are $R, \xi, \Gamma, \tau,$ and $\phi_{0}$; constructing a variable with the units of drag shows us that $\zeta_{1} = \Gamma^{-1} f(R/\xi, \phi_{0})$, as we see in Eq. (10). Thus, as $\zeta_{1}$ can only depend on $R$ and $\xi$ through $\beta = R/\xi$, $\zeta_{1} \sim R$ implies $\zeta_{1} \sim 1/\xi$. In other words, as the interface width $\xi$ is decreased, the drag $\zeta_{1}$ increases. This singular behavior is a remnant of the unphysical assumption that the lipid’s velocity is uncorrelated with the protein velocity; in a fluid membrane, the increasing stress near the protein will lead to lipid flow, as we will see in Sec. III, which will change this behavior.

When will the order parameter-induced drag be the primary source of drag? Our initial assumption in this section is that the presence of order parameter inhomogeneities does not affect the lipid flow around the protein, or the hydrodynamic drag; this assumption is obviously suspect, and we will address it in Sec. III. However, with this assumption, the total drag on the protein is $\zeta_{0} = \zeta_{1} + \zeta_{\text{hydro}}$, with $\zeta_{\text{hydro}}$ given by the Saffman-Debrúcker drag [4,5,40], if the protein is in a free membrane, or by the Evans-Sackmann [41] or Stone-Ajdari [42] theories for proteins in supported membranes. For proteins, $\zeta_{\text{hydro}} \sim \eta_{m}$, where $\eta_{m}$ is the membrane’s surface viscosity [4]. If $\zeta_{1}$ is given by Eq. (10), then for a fixed radius $R$, the interaction drag will be much larger than the hydrodynamic drag if $\chi > 1$, $\chi \equiv \phi_{0}^{2} / \eta_{m} \Gamma$. In Sec. III, we will see that $\chi$ is still a relevant parameter when advection is included, and that the order parameter drag can be neglected if $\chi \ll 1$; however, $\chi > 1$ is not sufficient to make hydrodynamics irrelevant.

### B. Model A with linear interaction: Comparison with Démery and Dean result

Démery and Dean also study Model A dynamics (as well as other dissipative models), but couple the protein to the field with a linear interaction, rather than a boundary condition. We show that their model as formulated in Refs. [15,16] results in a different drag than the boundary-condition model, but
that their result is sensitive to the method used to choose the
strength of the linear protein-field interaction. If we make a
different prescription for this interaction, the DD results match
with our approach in Sec. II A.

The DD model considers a membrane inclusion with
position \( \mathbf{R}_p(t) = \mathbf{V}_p(t) \) interacting with a classical field \( \phi(\mathbf{r}, t) \)
with a Gaussian Hamiltonian \( H = H_0 + H_{\text{int}}(t) \),
\[
H_0 = \frac{1}{2} \int d^d r \, \phi(\mathbf{r}) \Delta \phi(\mathbf{r}),
\]
\[
H_{\text{int}}(t) = h \int d^d r \, \phi(\mathbf{r}) K(\mathbf{r} - \mathbf{R}_p(t)),
\]
where \( \Delta \) is a positive self-adjoint operator and \( K(\mathbf{r}) \) is an
“envelope” function localized near \( \mathbf{r} = 0 \) and with the char-
acteristic size \( R \), e.g., \( K(\mathbf{r}) \approx \frac{1}{\sqrt{\pi R}} e^{-r^2/2R^2} \). For simplicity of
calculation, DD treat \( K(\mathbf{r}) \) as applying a cutoff in momentum
space, \( K_k = \Theta(2\pi R - k) \) for the Model A coupling, where \( \Theta \)
is the Heaviside function. The Fourier transform conventions
used here are \( \mathcal{F} \) for \( \phi(\mathbf{r}) \) and \( \mathcal{F}^{-1} \) for \( \phi(\mathbf{r}) \).

The class of dissipative models studied by DD is
\[
\frac{\partial \phi}{\partial t} = -\Gamma \frac{\delta H}{\delta \phi(\mathbf{r})} + \nu(\mathbf{r}, t),
\]
where \( \Gamma \) is a positive self-adjoint operator and \( \nu \) is a Langevin
force obeying the fluctuation-dissipation relation.

In two dimensions, Démery and Dean find \( F_{\text{drag}}^\text{dd} \) and
\[
F_{\text{drag}}^\text{dd} = -\xi_{\text{DD}} V_p,
\]
where \( V_p = \partial \Phi / \partial \mathbf{r} \) and \( \xi_{\text{DD}} \) is the

\begin{align}
\xi_{\text{DD}} &= h^2 \int \frac{d^2 k}{(2\pi)^2} \, k^2 \frac{\left| K_k \right|^2}{\Delta_k^2 \Gamma_k},
\end{align}

where, for Model A, \( \Delta_k = \mathcal{E}(1 + k^2 \xi^2) \) and \( \Gamma_k = \Gamma \) [see Eqs. (1) and (2)].

DD set \( h \) by requiring that the static insertion energy,
\( E_{\text{ins}} = -\int_0^\infty dk \left| K_k \right|^2 / \Delta_k \), scale as a line energy,
\( E_{\text{ins}} = -\pi \nu R \). With the choice \( K_k = \Theta(\pi R - k) \), we find that
\( h^2 = 16\pi^2 \gamma_1 E \xi^2 / \ln(1 + \pi \xi^2 / R^2) \). Evaluating \( \xi_{\text{DD}} \) from
Eq. (15), we find
\[
\xi_{\text{DD}} = \xi_{\text{DD}}^e \Gamma \left[ 1 - \frac{\pi^2}{(\pi^2 + \beta^2)^2} \ln \left( 1 + \pi^2 / \beta^2 \right) \right],
\]
where \( \beta = R / \xi \) and \( \xi_{\text{DD}}^e = \frac{2 \pi \nu \gamma_1}{\xi^2} \) is the characteristic scale of
the drag in the DD model. For small and large proteins, this
result takes on the asymptotic forms,
\[
\xi_{\text{DD}} / \xi_{\text{DD}}^e \sim \begin{cases} \frac{1 + 2 \ln \beta / \pi}{2 \ln \beta}, & \beta < 1, \\ \frac{1}{\pi \beta}, & \beta > 1. \end{cases}
\]

The DD model predicts that the drag coefficient will
increase with protein radius \( R \) only if \( R \ll \xi \), where \( \xi \) is the
correlation length. (See Fig. 4.) DD do not consider the
limit of \( R \gg \xi \) explicitly, but if we assume that the form
\( K_k = \Theta(\pi R - k) \) is still appropriate, the DD model predicts
that the drag coefficient will actually decrease as \( 1 / R \). This
should be contrasted with the behavior determined from the
boundary-condition coupling [Eq. (11)], which crosses over from
logarithmic behavior for \( R \ll \xi \) to \( \xi_{\text{DD}} \sim R \) as \( R \gg \xi \).
We argue that our model is more consistent with the scaling

\begin{align}
\int d^2 r \, |\hat{\mathbf{k}} \cdot \nabla \phi_{\text{DD}}(\mathbf{r})|^2 &\equiv \int_{r \geq R} d^2 r \, |\hat{\mathbf{k}} \cdot \nabla \phi_{\text{DD}}(\mathbf{r})|^2.
\end{align}

One could certainly be skeptical about the process of
assigning \( h \) to be a complicated function of \( R \); after all, as is clear
from Eq. (15), the choice of \( h \) can completely determine \( \xi_{\text{DD}} \).
We note that it is also possible to get scaling consistent with
Sec. II A (\( \xi_{\text{DD}} \sim 1 / \ln \beta \) for \( \beta < 1 \)) by weaker assumptions. One
possible way is using the cutoff function \( K_k = \Theta(\pi R - k) \),

\begin{align}
\xi_{\text{DD}} &= \int d^2 k \, k^2 \left| \phi_{\text{DD}}(\mathbf{k}) \right|^2 \Gamma_k
\end{align}

\begin{align}
\xi_{\text{DD}} &= \int d^2 k \, k^2 \left| \phi_{\text{DD}}(\mathbf{k}) \right|^2 \Gamma_k
\end{align}
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FIG. 4. (Color online) DD model [16], Eq. (16), predicts a drag
coefficient \( \xi_{\text{DD}}^e \) that scales linearly in protein size for \( R \ll \xi \), but if we
extend it naively into the limit \( R \gg \xi \), \( \xi_{\text{DD}}^e \) decreases with increasing
protein size [Eq. (17)].
and then choosing $h$ to ensure that the boundary condition
\[ \phi_{0}(r) = \Phi_{0}(r) = \frac{1}{2\pi G} \frac{\partial}{\partial u} J_{0}(u) \frac{\partial}{\partial u} = \phi_{0} \] holds. In this case,
\[ \frac{\zeta_{1}^{\text{DD}}}{\zeta_{c}} = \frac{1}{2} \left[ \frac{1 + \frac{\pi^{2}}{\beta^{2}}} {\frac{1}{\beta} + \frac{\pi^{2}}{\beta^{2}}} \right], \quad (21) \]
where, as in Sec. II A, $\zeta_{c} = \pi \Phi_{0}^{2} / \Gamma$. Numerically evaluating Eq. (21) shows that $\zeta_{1}^{\text{DD}} / \zeta_{c} \approx -1.0997 / \ln(\beta)$ for $\beta < 1$ (with maximum relative error $3 \times 10^{-3}$ for $\beta$ from $10^{-12}$ to $10^{-6}$), consistent with the scaling of Eq. (10) for $\beta \ll 1$.

We also argue that the procedure for determining $h$ used in Ref. [16] may not be appropriate for other reasons. We note that the suggested requirement $E_{\text{ins}} \sim R$ is not reasonable for all values of $R / \xi$. Throughout [16], DD assume that $R \ll \xi$ (the deformation is much larger than the protein); if this is the case, the deformed area surrounding the protein will be roughly $\pi \xi^{2} - \pi R^{2} \approx \pi \xi^{2}$, and we would expect only a weak dependence of the insertion energy on the protein size. More explicitly, within the boundary condition model of Sec. II A, the insertion energy will be given by $E_{\text{ins}} = H_{f} \Phi_{0}^{2} = \pi \xi^{2} \beta_{K} K_{f} \beta_{K} / (\beta_{K} / \beta_{K})$, with $R / \xi$. For $R \ll \xi$ we find that $E_{\text{ins}} \approx -\pi \xi^{2} \Phi_{0}^{2} [\gamma_{E} + \ln(\beta/2)]^{-1}$, showing a weak dependence on $R$, as suggested by our rough estimate.

III. EFFECTS OF HYDRODYNAMIC ADVECTION OF ORDER PARAMETER (ADVECTED MODEL A)

Both our model of Sec. II A and that of DD assume that the order parameter $\Phi$ is not advected by fluid flow, i.e., that lipids are at rest, even near the translating protein (Fig. 5). This assumption is apparent in Eq. (4). In addition, the models of Sec. II do not allow the material to flow in response to the applied stress $\Pi$; they describe a solid. These assumptions are not generally appropriate for lipid membranes in their fluid phase, which are well described by hydrodynamic theories [4,43]. In particular, molecular dynamics simulations show that lipids near a diffusing protein are entrained by the protein, and have velocities correlated to the protein motion [44]. If some lipids within $\xi$ of the protein move in concert with the protein, the distortion of $\Phi(r,t)$ due to protein motion and therefore the drag $\zeta_{f}$ will be significantly reduced (Fig. 5, right). The hydrodynamic flow caused by the stress $\Pi$ will also lead to an alteration of the drag on the protein due to hydrodynamic dissipation.

If $\Phi$ is advected by a velocity field in the membrane $v_{m}$, we describe the dynamics of the field $\Phi$ in the protein’s reference frame as (in steady state)
\[ (v_{m} - V_{r}) \cdot \nabla \Phi(r) = -\frac{1}{\tau} (\Phi - \xi^{2} \nabla^{2} \Phi), \quad (23) \]
where now $v_{m}$ is the membrane velocity measured in the laboratory frame, i.e., $v_{m} = V_{r}$ at $r = R$, and $v_{m} \to 0$ as $r \to \infty$. We will work in polar coordinates $v_{m}(r,\theta) = v_{r} \hat{r} + v_{\theta} \hat{\theta}$. This advection-diffusion model, which we call Advected Model A, is the simplest possible model to represent the dynamics of a nonconserved order parameter in a fluid lipid bilayer membrane.

The total drag force on the protein is (see, e.g., [27,45] for similar calculations)
\[ F_{\text{drag}} = \oint d\ell \left( \sigma + \Pi \right) \cdot \hat{n}, \quad (24) \]
where the integral is around the boundary of the protein, $\hat{n}$ is the outward-pointing normal, $\Pi$ is the composition stress tensor [Eq. (6)], and $\sigma$ is the hydrodynamic stress tensor,
\[ \sigma_{ij} = -P \delta_{ij} + \eta_{m} \left( \frac{\partial v_{r}}{\partial r} + \frac{\partial v_{\theta}}{\partial \theta} \right), \quad (25) \]
where $P$ is the membrane surface pressure and $\eta_{m}$ the membrane surface viscosity. In Sec. II, we only calculated one piece of $F_{\text{drag}}$, $F_{\text{drag}} = \oint d\ell \Pi \cdot \hat{n}$ [Eq. (7)]. Our approach in this section will be to calculate $F_{\text{drag}}$ from Eq. (24), and then determine $\zeta_{\text{tot}}$, i.e.,
\[ F_{\text{drag}} = -\zeta_{\text{tot}} v_{r}. \quad (26) \]
We have, in Eq. (26), included the possibility of there being additional sources of drag beyond that in Eq. (24), i.e., $F_{\text{drag}} = F_{\text{drag}} + F_{\text{additional}}$ with $F_{\text{drag}}$ from Eq. (24). The "intrinsic" drag that Evans and Sackmann include [41] is of this form, and we will treat this term below; we also will include an appropriate intrinsic drag of this sort in our calculations of $\zeta_{\text{tot}}$.

To determine $v_{m}$ and $P$, we have to solve the Stokes equations appropriate for a membrane taking into account the body force $\nabla \cdot \Pi = \frac{\delta \Pi}{\delta t} \Phi$ exerted by the field on the fluid. Within the Saffman-Delbrück picture of a membrane as a two-dimensional fluid surrounded by a bulk three-dimensional fluid, the membrane Stokes equations are [4,5,43,46–48]
\[ \eta_{m} \nabla^{2} v_{m} - \nabla P + \frac{\eta_{m}}{\kappa} v_{m} + \nabla \cdot \Pi = 0, \quad (27) \]
\[ \nabla \cdot v_{m} = 0, \quad (28) \]
where $(\kappa \cdot v_{m})(r) = \int d \tau' (r - \tau') v_{m}(\tau')$ is the traction from the outside fluid and the boundary conditions are $v_{m} = V_{r}$ on $r = R$ and $v_{m} \to 0$ as $r \to \infty$. In a free-floating membrane surrounded on both sides by a fluid with viscosity $\eta_{f}$, the Fourier transform of the convolution term is given by $(\kappa \cdot v_{m})(q) = -2 \eta_{f} q v_{m}(q)$, i.e., $(\kappa \cdot q) = -2 \eta_{f}$.
nonlocal term makes solving the mobility problem difficult [5]. We will treat the similar case of a membrane above a solid substrate (Fig. 6), which in some limits reduces to a free membrane for objects of size \(L_{\text{sd}}\) (see [41,42] for details. We also include this term in our numerical calculations of \(\zeta_{\text{evans}}\), the bare hydrodynamic drag is \(2\epsilon + 4K_1(\epsilon)K_0(\epsilon)\). However, we can again exploit the simplicity of the order parameter field to alter the drag coefficient significantly, we will have to solve Eq. (31) numerically. Since the Stokes equations we use are two-dimensional, it turns out to be convenient to use the stream function representation for \(u\) [52]. We represent the \(u(\rho,\theta) = \nabla \times \{\psi(\rho,\theta)\hat{z}\}\), i.e.,

\[
\begin{align*}
\frac{\partial \psi}{\partial \rho} &= \frac{1}{\rho} \frac{\partial u}{\partial \theta}, \\
\frac{\partial \psi}{\partial \theta} &= -\frac{\partial u}{\partial \rho},
\end{align*}
\]

which automatically satisfies the incompressibility requirement. We know by the linearity of the problem and the symmetry of \(V_p\), \(\psi = Y(\rho)\sin \theta\). By taking the curl of Eq. (31), we find

\[
\nabla^4 \psi - \epsilon^2 \nabla^2 \psi + \chi \left(\frac{Y(\rho)}{\rho} - 1\right) \beta^2 \frac{K_1(\beta \rho)}{K_0(\beta)} \sin \theta = 0,
\]

where the derivates are now with respect to \(\rho\), and \(P'\) is the unitless pressure. We now see that the velocity profile around the protein will depend on three dimensionless groups, \(\epsilon\), \(\beta\), and \(\chi\), where \(\epsilon = K/L_H\) and \(\beta = R/\xi\) as above. The “drag ratio” \(\chi \equiv \phi_0^2/\eta m\Gamma\) is the ratio of the naive scale of the interaction drag \(\xi \sim \phi_0^2/\Gamma\) to the naive scale of the hydrodynamic drag, \(\xi_{\text{drag}} \sim \eta m\). By this, we mean that the naive model of Sec. IIA (or that of Démery and Dean applied to Model A) predicts that the scale of the drag induced by the order-parameter interaction is \(\phi_0^2/\Gamma\), i.e., that the ratio of the order parameter drag to the hydrodynamic drag will scale as \(\chi\). However, increasing \(\chi\) will also increase the effect that the order parameter has on the lipid flow near the protein, i.e., the last term in Eq. (31) becomes large if \(\chi \gg 1\).

In order for the coupling between the protein and the order parameter field to alter the drag coefficient significantly, we must have \(\chi \gg 1\). In this region of parameter space, the flow field \(v_m\) will necessarily be modified, and we will have to solve Eq. (31) numerically. Since the Stokes equations we use are two-dimensional, it turns out to be convenient to use the stream function representation for \(u\) [52]. We represent the \(u(\rho,\theta) = \nabla \times \{\psi(\rho,\theta)\hat{z}\}\), i.e.,

\[
\begin{align*}
\frac{\partial \psi}{\partial \rho} &= \frac{1}{\rho} \frac{\partial u}{\partial \theta}, \\
\frac{\partial \psi}{\partial \theta} &= -\frac{\partial u}{\partial \rho},
\end{align*}
\]

which automatically satisfies the incompressibility requirement. We know by the linearity of the problem and the symmetry of \(V_p\), \(\psi = Y(\rho)\sin \theta\). By taking the curl of Eq. (31), we find

\[
\nabla^4 \psi - \epsilon^2 \nabla^2 \psi + \chi \left(\frac{Y(\rho)}{\rho} - 1\right) \beta^2 \frac{K_1(\beta \rho)}{K_0(\beta)} \sin \theta = 0,
\]

solved simultaneously in order to determine \(v_m, \phi(\tau), \) and \(P\). However, we can again exploit the simplicity of the order parameter dynamics and use Eq. (22) to calculate the force \(\mathbf{f}_p = \frac{2}{\rho} \nabla \phi = -\frac{1}{\rho} (v_m - V_f) \cdot \nabla \phi \). To linear order in \(V_f\), this force only depends on the static profile \(\phi(0),\) and we can eliminate Eq. (22).

If we rescale variables, defining \(\rho = r/R\) and \(u = v_m/V_f\), we find, to linear order in \(V_f\),

\[
\nabla^2 u - V f' - \epsilon^2 u - \chi \frac{\epsilon}{H} \alpha u \beta^2 \frac{K_1(\beta \rho)}{K_0(\beta)} = 0, \quad \nabla \cdot u = 0,
\]

where the derivates are now with respect to \(\rho\), and \(P'\) is the unitless pressure.
\(-V_0 \sin \theta \) at \( r = R \), and \( v_r = 0, v_\theta = 0 \) as \( r \to \infty \); these transform to \( Y(1) = Y'(1) = 1 \) and \( Y(\infty) = Y'(\infty) = 0 \). This boundary value problem is relatively straightforward, though it does require us to resolve a range of length scales; we must resolve the velocity field over the region \([1, 1 + 1/\beta]\) where \( \phi_0 \) is significantly different from zero, but the domain of the whole problem \([1, \rho_{\text{max}}]\) may be large, as we must have \( \rho_{\text{max}} \gg 1/\epsilon \). We use MATLAB’s boundary value solver bvp4c to determine \( Y(\rho) \). We use an initial guess of \( Y(\rho) = 1/\rho \) with a logarithmically spaced initial mesh.

Once \( Y(\rho) \) is determined, we need to calculate the total drag force, Eq. (24). We can do this in two major routes: (1) directly via Eq. (24), or (2) applying an identity derived from the reciprocal theorem [52–54]. Each route has separate advantages: if we use Eq. (24) directly, we do not need to determine \( \phi_1 \), explicitly, but if we use the reciprocal theorem identity, we need to determine \( \phi_1 \), but do not need to determine the full membrane stress tensor \( \sigma \) or the membrane pressure \( P \). We determine the drag with both methods to ensure consistency (Appendix B). As a check on the accuracy of the solver and the drag calculation, for \( \chi = 0 \), we reproduce the Evans-Sackmann result, Eq. (30), with a maximum relative error of \( 5 \times 10^{-5} \) for \( \epsilon \) from \( 10^{-2} \) to \( 10^{-5} \). These errors are for the direct method; the reciprocal theorem method uses the exact result, Eq. (30), and does not provide an independent check if \( \chi = 0 \).

\section{A. Implications for protein diffusion coefficients}

The experiments of Gambin \textit{et al}. measure the diffusion of proteins and protein complexes with radii ranging from 0.5 to 2 nm [9], finding that \( D \sim 1/R \) (i.e., \( \zeta \sim R \)) over this range. Experimentally measured membrane surface viscosities are of the order of \( 10^{-7} \) to \( 10^{-5} \) poise cm [40,55–58], corresponding to Saffman-Delbrück lengths \( (L_{sd} = \eta_m/2\eta_f) \) of roughly 0.1–10 microns, much larger than the protein radius. The relevant hydrodynamic regime for describing proteins is thus \( R \ll L_{sd} \). Many features of this limit are reproduced by our Brinkman equation model of Eq. (31). In particular, the Saffman-Delbrück drag and the Evans-Sackmann drag have the same scaling when \( R \ll L_{sd} \) and \( R \ll L_H \); for \( \epsilon = R/L_H \ll 1 \), the Evans-Sackmann drag has the form \[ \zeta_{\text{Evans-Sackmann}} \approx 4\pi \eta_m [\ln(2/\epsilon) - \gamma_E^{-1}] \], in comparison with \[ \zeta_{sd} \approx 4\pi \eta_m [\ln(2L_{sd}/R) - \gamma_E^{-1}] \] for \( R \ll L_{sd} \). We wish to explore the following question: can the interaction with the order parameter alone change the scaling of \( \zeta \) to \( \zeta \sim R \) in the region \( \epsilon \ll 1 \)? Within our model of Sec. II A and that of DD, the answer is yes. However, we will find that including the advection of the lipids will qualitatively change the size of the effect, showing that (within our model), order parameter interactions are insufficient to explain the experimental data of Ref. [9].

In our model of Sec. II A, we found that the order-parameter interaction led to \( \zeta_{\text{tot}} \sim R \) in the limit of \( R \gg \xi (\beta \gg 1) \) and \( \chi \gg 1 \); we will start by examining this region of parameter space. We can determine some of the characteristic features of the velocity profile \( u_\rho(\rho, \theta) = \rho^{-1} Y(\rho) \cos \theta \) simply from Eq. (31). We see that the order-interaction term acts as an effective drag on the radial part of \( u \) relative to the protein’s radial velocity, \( \mathbf{\hat{r}} \cdot \mathbf{\hat{s}} = \cos \theta \). However, as \( K_1(\beta \rho) \) decay quickly for \( \rho \gg 1/\beta \), this drag is only effective for a small region near the protein. If \( \beta \gg 1 \), we would expect that the order-interaction drag is negligible beyond a distance \( \rho^* \), where \( (\rho^* - 1) \sim (1/b\chi \beta^2) \) where \( b \) is an arbitrary constant. In our numerical results, we see that for strong protein-order parameter coupling, \( \chi \gg 1 \), the radial velocity near the protein is nearly constant for a significant distance (Fig. 7). This suggests the idea of an “effective radius”—that the order-induced drag essentially perfectly entrains the lipids within a characteristic distance of the protein, and the total drag should be simply \( \zeta_{\text{Evans-Sackmann}}(\epsilon R_{\text{eff}}/R) \). Our estimate from above suggests that \( (R_{\text{eff}}/R - 1) \sim 1/\beta [\ln \chi + \ln \eta_m] \) for \( \beta \gg 1 \). We find below that \( (R_{\text{eff}}/R - 1) \sim 1 \) can also be a useful fitting form more generally; this is unsurprising, as it suggests that the effective radius is just the protein radius plus a distance on the order of the interface width \( \xi \), i.e., \( R_{\text{eff}} \approx R + \epsilon \xi \). However, we note that this is only a rough estimate, and in fact will break down for larger \( \beta \) or \( \epsilon \); this will be addressed further in Sec. III B.

At large \( \chi \), the total drag increases roughly linearly with \( \ln \chi \) (Fig. 8). By comparison, the theory of Sec. II A predicts
that $\zeta / \eta \sim \chi$ [Eq. (10)]; entrainment significantly reduces the effect of the order parameter coupling. In fact, even increasing the coupling strength $\phi_0^2$ by ten orders of magnitude produces a smaller than 10% change in the total drag. This weak dependence is consistent with the “local entrainment” argument given above: if we solve for the effective radius as defined by $\zeta_\text{tot}(\epsilon, \chi) = \zeta_\text{Evans-Sackmann}[\epsilon R_{\text{eff}} (\chi)/R]$, we find that it scales as $\ln \chi$ for $\chi \gg 1$ (Fig. 8).

What is the effect of changing the size of the protein? For the model of Sec. II A, we found that the interaction drag $\zeta_I$ depended on the protein radius $R$ only in the combination $\beta = R/\xi$. This will not be the case for the total drag in our hydrodynamic model. We can determine the total drag as we either vary the interface width (Fig. 9), or vary the protein radius (Fig. 10).

If we vary the correlation length $\xi$ while holding the protein radius fixed, we find that smaller drag layers will lead to a smaller total drag on the particle (Fig. 9). This may seem unsurprising, but should be contrasted with the result in the absence of hydrodynamics, Eq. (10), in which thinner layers lead to larger drags.

If we increase the protein radius, holding the interface width $\xi$ and the hydrodynamic length scale $L_H$ fixed, we see that the drag increases (Fig. 10), but not nearly as much as would be predicted by the model of Sec. II A. We find that, as $R \gg \xi$, the effect of the order parameter coupling vanishes, and the total drag simply reduces to the hydrodynamic Evans-Sackmann drag, Eq. (30). This behavior, as well as that of Fig. 9, can be well explained by a description of the protein locally entraining the nearby lipids, as mentioned earlier. The total drag coefficients can be simply fit to an “effective radius” model with $R_{\text{eff}} = R + c \xi$, with $c$ a constant.

The effects of the order parameter interaction are most obvious for large correlation lengths. In Fig. 11, we show streamlines for flow past a protein with and without the order parameter coupling. In this example, the correlation length $\xi$ is ten times the protein radius, making the “effective size” of the protein very large compared to the protein’s physical size.

As we can see from Figs. 8 and 10, in the limit of $R \gg \xi$ and $R \ll L_H$, there is not a significant change in the total drag, and there is not a qualitative change in the scaling of the drag with radius $R$; instead, there is a weak dependence that can be characterized in terms of an effective radius on the order of the protein size plus the interface size $\xi$. This behavior holds even in the limit of $\chi \gg 1$. This answers our central question: order parameter interactions, at least in this model, are not sufficient to cause the experimentally observed result [9] $\zeta_{\text{tot}} \sim R$.

As far as we can tell, even as $\chi \gg 1$, we do not recover the model of Sec. II A, which predicts a linear increase in $\zeta_I$ with $\chi$. This result is perhaps not surprising, as the models of Sec. II A and DD assume that lipid motion near the protein is completely uncorrelated to the protein (Fig. 5); this limit is not reached by increasing $\chi$, which only tends to increase the...
entainment of lipids near the protein (Fig. 7). The neglect of advection and hydrodynamics in the models of Sec. II A and that of Refs. [15,16] are therefore not well justified.

B. Other interesting features of the model with advection

Though our primary interest in this model was to consider the limit relevant to the experiments on proteins of Gambin et al. [9], i.e., $R \ll L_H$ or $\epsilon \ll 1$, where the analogy to free membranes is best, our model [Eq. (36)] also describes dynamics of larger objects in a supported membrane, $\epsilon > 1$. In this limit, the simple effective size picture is not as useful in determining the drag on a membrane-embedded object. We plot the total drag on the protein as a function of $R/L_H$ for various values of $\xi/L_H$ and $\chi$ in Figs. 12 and 13. We see that, for $R$ sufficiently large, the Evans-Sackmann result applies, as for the case of $\epsilon \ll 1$ above.

A striking exception to the effective radius idea also occurs for objects larger than the hydrodynamic correlation length $L_H$; we find that, in this limit, the total drag depends nonmonotonically on the interface width $\xi$, with an initial increase in drag followed by a decrease (Fig. 14). This runs counter to the intuition from above, where larger values of $\xi$ lead to the lipids near the protein becoming increasingly entrained, and hence larger drags. However, in the limit of $\epsilon > 1$, increasing $\xi$ does not necessarily increase the local entrainment of lipids. In fact, the range of entrainment decreases at large $\xi$. We show this explicitly in Fig. 15, where we plot the lipid velocity field near the protein as well as the distortion $\phi_{\xi}(r)$. Though this is initially unintuitive, an effect of this sort should not be altogether surprising. The drag force on the lipids due to the composition interaction takes the form of a force density proportional to the gradient of $\phi_{\xi}(r)$, $f_\phi = -\Gamma^{-1}(\mathbf{v}_m - \mathbf{V}_p) \cdot \nabla \phi_{\xi}(\mathbf{r}) \nabla \phi_{\xi}$. As $\xi$ increases, the order parameter field $\phi_{\xi}(r)$ becomes increasingly uniform, and the order-parameter drag is less effective at entraining local lipids (Fig. 15). However, this limit does not appear to have any immediate physical relevance, since it refers to distortions that are orders of magnitude larger than the protein they surround.

IV. DISCUSSION

We have presented a model that describes the drag on a protein due to its coupling to a nonconserved order parameter. Our model, though it uses the same underlying Model A dynamics as that of Démery and Dean [15,16], couples the protein to the order parameter by imposing a boundary condition, and calculates the force via the stress tensor. This model shows that the interaction drag $\zeta_I$ scales linearly in the protein radius $R$ if $R$ is much larger than the order parameter correlation length, but has a much weaker, logarithmic, dependence on $R$ for $R \ll \xi$. We attribute the difference between our result and that of Démery and Dean to the different handling of the protein-order parameter interaction, and show that by altering their method of assigning the linear coupling parameter $h$ we can make the two methods consistent.
We also note that Démery and Dean have also calculated the drag force at large particle velocities $V_p$, which we have not done. However, we suspect that our model of Sec. II A will also differ from the linear coupling model of Démery and Dean in terms of the nonlinear response. In Ref. [16], the distortion in $\phi$ caused by the object-field interaction vanishes as $1/V_p$ at large velocities, but because of the boundary condition we have chosen, there will always be a nonvanishing distortion in $\phi$, though it may occur in a boundary layer near the protein, as in calculations of the nonlinear microrheological drag in colloidal model systems [53,59].

Extending the model past dissipative dynamics to include advection of the order parameter (Sec. III), we discover that the hydrodynamics of Advected Model A significantly change the total drag on the protein, and hydrodynamics cannot be neglected in a consistent way. We find that once the fluid nature of the membrane is included, the protein-lipid complex acts like a protein with a larger effective radius, i.e., the lipids near the protein are almost completely entrained, at least for the most physically relevant parameters. This effective radius depends linearly on the order parameter correlation length $\xi$, but only weakly on the strength of the order parameter coupling. If the advection is included, the coupling to the order parameter does not change the drag scaling from logarithmic to linear in radius; there are quantitative, but not qualitative, deviations from the Evans-Sackmann result. Within Advected Model A, coupling to an order parameter as proposed by Refs. [14,15] is not sufficient to explain the experimentally observed diffusion coefficient scaling $D = k_B T / \zeta_{tot} \sim 1/R$ [9]. However, this may be a limitation of the very simple model we have used; simulations of microrheology experiments in three-dimensional cholesteric liquid crystals have observed significant deviations from the Stokes drag, including a different dependence on particle size [60].

The work we have presented here is only an initial step toward more detailed understanding of the dynamics of protein-lipid coupling. However, because of the significant difference between the simplest possible Model A approach and a more detailed calculation that includes the in-plane membrane hydrodynamics, we argue that future calculations should, as we have done in Sec. III, address the hydrodynamic advection of the order parameter, as well as the effects of the inhomogeneity of the order parameter on lipid flows within the membrane. In particular, the dynamics of membrane tilt (see [29] and references within) may be able to be described using continuum theories for liquid crystal dynamics [26,61]; to our knowledge, this approach has not yet been attempted, though relevant work has been done on the simulation of liquid-crystal elastomers with free boundaries [62]. An additional feature absent from our advective model is the potential dependence of membrane viscosity on the order parameter; if $\eta_m(\phi)$ is not constant, the drag coefficient of the protein may be modified [63].

Throughout this paper, we have neglected explicit fluctuations in the order parameter; this is effectively a zero-temperature assumption, i.e., that $\langle \phi^2 \rangle \approx (\phi)^2$. We note that, for nonlinear couplings, there may be an additional “Casimir drag” caused by the suppression of thermal fluctuations [64]; this mechanism may also be relevant to the boundary condition coupling we use, as the stress tensor is nonlinear in $\phi$. This effect will not appear in linear coupling models [15,16]. The effects of this Casimir drag are also an interesting area of future study.

Coarse-grained molecular dynamics simulations [13,17,44, 65–68] may also be able to address the problem we have described here. However, we note that these models may not be quantitatively accurate in describing in-plane flow; membrane surface viscosities measured in coarse-grained models [69] can be one to two orders of magnitude below their experimental values [40,55–58].

To summarize, we have three central points. First, even with the same underlying dynamics, we get a different drag than...
that of Démery and Dean [15] if we handle the protein-field interaction in a different way. Second, we show that the effects of advection cannot be neglected in a straightforward way; there is a qualitative difference between models that allow lipids to flow in response to order inhomogeneities and those that do not. Finally, within the simple model we develop, the protein-membrane interaction alone cannot explain the experimentally observed scaling of protein diffusion coefficient with radius; for parameters that describe a protein, the effect of the order parameter interaction is only to give the protein an effective size set by the size of the membrane distortion.
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APPENDIX A: EXPLICIT CALCULATION OF LINEAR DISTORTION IN \( \phi \)

We explicitly calculate the order parameter profile \( \phi(\mathbf{r},t) \) to first order in the velocity \( V_0 \) for the model of Sec. II A. The equation of motion is (in steady state)

\[
-\nabla \cdot \mathbf{V} = -\frac{1}{\tau} (\phi - \xi^2 \nabla^2 \phi). \tag{A1}
\]

We wish to solve to linear order, \( \phi(\mathbf{r}) = \phi(0) + V_0 \phi(1) \). We showed in the main body of the paper that \( \phi(0)(\mathbf{r}) = \phi_0 \frac{K_0(\xi R)}{K_0(\xi)} \).

We then find that \( \phi(1) \) satisfies the equation

\[
-\hat{\mathbf{x}} \cdot \nabla \phi(1) = -\frac{1}{\tau} (\phi(1) - \xi^2 \nabla^2 \phi(1)). \tag{A2}
\]

The solution to this equation will have the form \( \phi(1)(\mathbf{r},t) = f(r) \cos(\theta) \), with boundary conditions \( f(r = R) = 0 \), \( f(r \to \infty) \to 0 \). \( f(r) \) then satisfies a modified inhomogeneous Bessel equation,

\[
\xi^2 \left[ f'' + \frac{1}{r} f' - \frac{f}{r^2} \right] - f = \frac{\tau}{\xi} \frac{\phi_0}{K_0(\xi)} K_1(\xi r/R). \tag{A3}
\]

This equation is solved by

\[
f(r) = \frac{\phi_0 \tau}{2\xi^2} \left[ \frac{R K_1(\xi r/R)}{K_1(\xi)} - \frac{r K_0(\xi r/R)}{K_0(\xi)} \right]. \tag{A4}
\]

The total drag force, which is in the \( \hat{\mathbf{x}} \) direction by symmetry, is [with \( \Pi \) from Eq. (6)]

\[
F = R \int_0^{2\pi} d\theta \Pi_{ij}(r = R, \theta) \hat{n}_j, \tag{A5}
\]

where \( \hat{n}_j \) is the outward-pointing normal to the circle. Performing this calculation to first order in \( V_0 \), we find \( F = -\zeta \nabla p \), with

\[
\zeta = \frac{\pi \rho \xi^2}{2} f'(R) \phi(0)(R). \tag{A6}
\]

Plugging the known forms of \( f(r) \) and \( \phi(0) \) into the equation yields Eq. (10).

APPENDIX B: CALCULATING HYDRODYNAMIC AND INTERACTION DRAG: DIRECT AND RECIPROCAL METHODS

The total drag force on the protein is

\[
\mathbf{F}_{\text{drag}} = \oint d\ell (\sigma + \Pi) \cdot \hat{n}, \tag{B1}
\]

where the integral is around the boundary of the protein, \( \hat{n} \) is the outward-pointing normal, \( \Pi \) is the stress tensor for the order parameter [Eq. (6)], and \( \sigma \) is the hydrodynamic stress tensor,

\[
\sigma_{ij} = -P \delta_{ij} + \eta_m \left( \frac{\partial v_i}{\partial r_j} + \frac{\partial v_j}{\partial r_i} \right), \tag{B2}
\]

where \( P \) is the membrane surface pressure and \( \eta_m \) is the membrane surface viscosity. We note that there is also a potential intrinsic drag term between the protein and the substrate; see the main text and [41,42] for details. We can calculate the total drag force in two main ways: (1) directly evaluating the integral around the protein’s boundary, and (2) using the reciprocal theorem. In the direct evaluation method, we can determine the interaction drag either by explicitly finding the \( O(\mathbf{v}_p) \) correction to the concentration field, \( \phi(1) \), or using the divergence theorem. The major advantage to the direct evaluation method is that the explicit solution of the advection-diffusion equation can be avoided, which reduces the number of boundary value problems to be solved.

1. Direct calculation using surface pressure

In order to calculate \( \mathbf{F}_{\text{hydro}} = \oint d\ell \sigma \cdot \hat{n} \), we need to determine the surface pressure \( P \). We can use the approach of Ref. [41]; we know by the symmetry of the problem that \( P'(\rho, \theta) = \hat{h}(\rho) \cos \theta \). We note \( \hat{\theta} \cdot \nabla P' = -\frac{1}{\rho} \hat{h}(\rho) \sin \theta \), and so we can extract \( \hat{h}(\rho) \) directly from the \( \hat{\theta} \) component of Eq. (31),

\[
\hat{h}(\rho) = \frac{2}{\rho^2} Y(\rho) - \frac{2 + \rho^2 \epsilon^2}{\rho} Y'(\rho) + Y''(\rho) + \rho Y'''(\rho). \tag{B3}
\]

This is exactly the result of Ref. [41], as there is no \( \hat{\theta} \) component to the composition-induced drag at linear order. We can then perform the angular integral,

\[
\mathbf{F}_{\text{hydro}} = \oint R \int_0^{2\pi} \left[ \sigma_{i\rho} \cos \theta - \sigma_{\rho\rho} \sin \theta \right], \tag{B4}
\]

yielding \( \mathbf{F}_{\text{hydro}} = -\zeta_{\text{hydro}} \mathbf{V}_p \), with

\[
\zeta_{\text{hydro}} = \pi \eta_m \left[ Y''(1) - \epsilon^2 \right]. \tag{B5}
\]

The interaction component of the drag can be computed either by explicitly determining the stress tensor \( \Pi \) to linear
order in $V_p$, or by using the advection-diffusion equation, as in Sec. II A.

**a. Determining linear correction $\phi_{(1)}$**

In order to determine the linear correction to the equilibrium order parameter field, we can solve the advection-diffusion equation, Eq. (22), perturbatively in $V_p$, similarly to the procedure used in Appendix A. To linear order in $V_p$, with $\phi(\rho) = \phi_0(\rho) + \phi_1 g(\rho) \cos \theta$,

$$
\left[ g^2 + \frac{1}{\rho} g' - \frac{1}{\rho^2} g \right] - \beta^2 g = \beta^3 \left( 1 - \frac{Y}{\rho} \right) \frac{K_1(\rho \beta)}{K_0(\beta)}. \quad (B6)
$$

The boundary conditions on this boundary-value problem are $g(1) = 0$ and $g(\rho) \to \infty$ as $\rho \to \infty$. This is straightforward to solve numerically once $Y(\rho)$ is found via the method in the main paper; we use bvp4c for this problem as well.

The function $g(\rho)$ can also be used with Eq. (A6) to determine the interaction drag,

$$
\zeta_I/\eta_m = -\pi \frac{K_1(\beta)}{\beta} \frac{\partial}{\partial \rho} K_0(\beta) g'(1). \quad (B7)
$$

**b. Determining $\zeta_I$ without calculating $\phi_{(1)}$**

The interaction component of the drag can be computed without explicitly finding $\phi_{(1)}$. First, by the divergence theorem, we note

$$
F_{\text{drag}}^{\text{int}} = \oint d\ell \, \nabla \cdot \mathbf{n} \quad (B8)
$$

$$
= -\int_{r \geq R} d^2r \, \nabla \cdot \Pi. \quad (B9)
$$

We can use Eq. (22) to determine $\frac{\partial}{\partial \phi} \nabla \phi = -\frac{1}{\rho}(v_m - V_p) \cdot \nabla \phi \nabla \phi$. To linear order in $V_o$, this force only depends on the static profile $\phi_{(0)}$, giving us

$$
F_{\text{drag}}^{\text{int}} = \frac{1}{\Pi} \int_{r \geq R} d^2r (v_m - V_p) \cdot \nabla \phi_{(0)} \nabla \phi_{(0)} = \pi \frac{V_p}{\Pi} \int_1^\infty d\rho \rho \left( \frac{Y(\rho)}{\rho} - 1 \right) \frac{K_1^2(\rho \beta)}{K_0^2(\beta)}, \quad (B10)
$$

i.e.,

$$
\zeta_I/\eta_m = \pi \chi \int_1^\infty d\rho \rho \left( 1 - \frac{Y(\rho)}{\rho} \right) \frac{K_1^2(\rho \beta)}{K_0^2(\beta)}. \quad (B12)
$$

**2. Reciprocal theorem method**

The integral $\int d\ell (\sigma + \Pi) \cdot \mathbf{n}$ may also be evaluated simply by using an identity derived from the reciprocal theorem [52] of low-Reynolds number fluid mechanics (see [53,54] and references within). This trick lets us determine the total drag force on an object in a fluid flow $\mathbf{v}$ in terms of a simpler “reference” flow $\bar{\mathbf{v}}$ in the same geometry.

Suppose that $\mathbf{v}$ and $\bar{\mathbf{v}}$ are two vector fields defined over the volume $V$ outside a surface $S$, and $\nabla \cdot \mathbf{v} = \mathbf{v} \cdot \nabla = 0$. Then let $\sigma$ and $\tilde{\sigma}$ be the hydrodynamic stress tensors corresponding to $\mathbf{v}$ and $\bar{\mathbf{v}}$, i.e.,

$$
\sigma_{ij} = -P(\mathbf{r}) \delta_{ij} + \eta \partial_i v_j + \partial_j v_i \quad \text{and} \quad \tilde{\sigma}_{ij} = -\bar{P}(\mathbf{r}) \delta_{ij} + \eta \partial_i \bar{v}_j + \partial_j \bar{v}_i. \quad (B11)
$$

Then

$$
\int dS \hat{n} \cdot [\mathbf{v} \cdot \tilde{\sigma} - v \cdot \sigma] = \int dV \left[ \mathbf{v} \cdot (\nabla \cdot \sigma) - v \cdot (\nabla \cdot \tilde{\sigma}) \right], \quad (B13)
$$

where the normals $\hat{n}$ point out from the surface. This result can be derived in any dimension using the divergence theorem.

We can use this to reformulate the integral $F_{\text{drag}} = \int d\ell (\sigma + \Pi) \cdot \mathbf{n}$ in this case, the surface $S$ is just the perimeter of the protein, $r = R$, and the volume $V$ is the region outside of the protein, $r > R$. We let $\mathbf{v}$ be a solution to the drag problem of the membrane Stokes equation including the composition force $\mathbf{V} \cdot \Pi$, i.e., $\mathbf{v}$ obeys Eq. (27) with the boundary conditions $\mathbf{v} = \mathbf{V}_p$ at $r = R$, and $\mathbf{v} \to 0$ as $r \to \infty$. We then choose $\bar{\mathbf{v}}$ to be the Evans-Sackmann solution [41], i.e., the solution of Eq. (27) with $\mathbf{V} \cdot \Pi = 0$ with the boundary conditions $\bar{\mathbf{v}} = \mathbf{V}_p$ at $r = R$, and $\bar{\mathbf{v}} \to 0$ as $r \to \infty$.

As the membrane Stokes equation [Eq. (27)] can be written as $\mathbf{v} \cdot \sigma + \mathbf{V} \cdot \Pi = -\frac{\eta f}{\Pi} v_m = 0$, we find

$$
\mathbf{v} \cdot \sigma = -\mathbf{V} \cdot \Pi + \frac{\eta f}{H} \mathbf{v}, \quad (B14)
$$

$$
\mathbf{v} \cdot \tilde{\sigma} = \frac{\eta f}{H} \bar{\mathbf{v}}. \quad (B15)
$$

Using these results, and noting that on the boundary of the protein, $\mathbf{v} = \mathbf{V}_p$ and $\bar{\mathbf{v}} = V_p$, we can simplify the reciprocal theorem relation [Eq. (B13)], finding

$$
\bar{\mathbf{V}}_p \cdot \oint d\ell \hat{n} \cdot \sigma = -\int_{r \geq R} d^2r \mathbf{V} \cdot (\sigma + \Pi) = -\mathbf{V}_p \cdot \oint d\ell \hat{n} \cdot \tilde{\sigma}. \quad (B16)
$$

Noting $\bar{\mathbf{V}} \cdot (\mathbf{V} \cdot \Pi) = \mathbf{V} \cdot (\bar{\mathbf{V}} \cdot \Pi) - \mathbf{V} \cdot \Pi$ [where $\mathbf{V} \cdot \Pi = (\partial_i \bar{v}_j) \Pi_{ij}$] and applying the divergence theorem,

$$
\mathbf{V}_p \cdot \oint d\ell \hat{n} \cdot [\sigma + \Pi] = -\mathbf{V}_p \cdot \oint d\ell \hat{n} \cdot \tilde{\sigma} - \int_{r \geq R} d^2r \nabla \bar{\mathbf{V}} \cdot \Pi \quad (B17)
$$
or

\[ \mathbf{V}_p \cdot \mathbf{F}_{\text{drag}} = -\zeta_{\text{Evans-Sackmann}} \mathbf{V}_p \cdot \mathbf{V}_p - \int_{r \geq R} d^2 r \nabla \cdot \Pi. \]

(B18)

We note that \( \zeta_{\text{Evans-Sackmann}} \) as used in this equation does not include the “intrinsic drag” term addressed above, and so is smaller than Eq. (30) by \( \pi \eta_m \epsilon^2 \). This equation writes the drag on the protein only in terms of the reference flow and the composition stress tensor \( \Pi \). To determine \( \Pi \) to leading order in \( \mathbf{V}_p \), we will have to solve the advection-diffusion equation numerically. Once this is done, and we know \( \rho_0(t, r) = \phi_0 \tau g(\rho) \cos(\theta) \), Eq. (B18) yields \( \mathbf{F}_{\text{drag}} = -\zeta_{\text{tot}} \mathbf{V}_p \),

with

\[ \frac{\zeta_{\text{tot}}}{\eta_m} = \frac{1}{\eta_m} \zeta_{\text{Evans-Sackmann}} + \chi \int_0^\infty d\rho \frac{\pi K_1(\rho \beta)}{\beta K_0(\beta)} \rho^2 \times [\{g(\rho) - 2\rho g(\rho)\}|Y(\rho) - \rho Y'(\rho)| + \rho^2 g(\rho)Y''(\rho)]. \]

(B19)

3. Comparison of different calculation methods

We have found that as long as we solve the Stokes equations on a sufficiently large domain that the boundary conditions \( Y(\rho_{\text{max}}) = Y'(\rho_{\text{max}}) = 0 \) can reasonably be applied, the different solution techniques agree well (Fig. 16).